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First-principles molecular dynamics simulations reveal a liquid-liquid phase transition in supercooled

elemental silicon. Two phases coexist below Tc � 1232 K and above pc � �12 kB. The low-density

phase is nearly tetracoordinated, with a pseudogap at the Fermi surface, while the high-density phase is

more highly coordinated and metallic in nature. The transition is observed through the formation of

van der Waals loops in pressure-volume isotherms below Tc.
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Silicon occupies a position in the periodic table at the
border between metals and insulators. At low pressure,
crystalline silicon (c-Si) is tetrahedrally coordinated (like
diamond) and is an indirect band-gap semiconductor. As
pressure increases, crystalline Si transforms from the
diamond phase through a more highly-coordinated metal-
lic �-tin phase to a hexagonal phase. Like c-Si, noncrystal-
line amorphous silicon (a-Si) is semiconducting at low
pressure and maintains a coordination number Nc � 4.
At higher pressures, amorphous silicon becomes metallic
and more highly coordinated. Thus, both c- and a-Si ex-
hibit pressure-induced polymorphism.

Liquid silicon (l-Si) is metallic at high temperature,
although it possesses a small population of covalent bonds
[1,2]. The coordination number Nc � 7:3 [for liquid and
amorphous structures Nc is the average number of neigh-
bors within the first peak of the radial distribution function
gðrÞ] is lower than occurs in ordinary metals such as
aluminum or copper, but higher than in c-Si. As expected
from its higher coordination number, l-Si has higher den-
sity than c-Si, a property that silicon shares with water [3].

The structure of supercooled l-Si and its transition from
a metallic dense-packed structure at high temperature to a
semiconducting open network at low temperature remains
uncertain. The dissimilarity of the amorphous and liquid
states raises the possibility of intermediate phases [4]. By
analogy with the liquid-liquid phase transition (LLPT)
hypothesized in water [5,6], where tetrahedral order is
also present in the crystalline solid phase, researchers
speculate [7] such a transition might occur in silicon,
between a tetracoordinated low-density liquid (LDL) and
a more highly-coordinated high-density liquid (HDL).
Since the LLPT presumably occurs in the supercooled
liquid, both LDL and HDL are metastable states, if they
exist at all.

Experimental evidence for an LLPT is not conclusive.
Pressure induced transformation of a-Si [8–10], from a
low-density amorphous state at low pressure to a high-

density amorphous state, similar to that of amorphous ice
[11]. Plastic deformation [12] studies suggest the possibil-
ity of an LLPT in silicon similar to that in supercooled
water. Containerless supercooling experiments [13–17]
lead to contradictory results regarding the temperature
dependence of the supercooled liquid properties.
Computer simulations with the Stillinger-Weber poten-

tial [18] show clear evidence of a first-order HDL to LDL
transition, in the deeply supercooled regime (with a tran-
sition temperature Tc � 1060 K) [19]. Electronic structure
calculations on these simulated configurations report a
metal to semimetal transition across the LLPT transition
temperature [20]. Other empirical potentials [21,22] find
different results, so the nature and existence of an LLPT
depends on the form of the interaction model [23].
Since neither experiments nor simulations with empiri-

cal potentials resolve the existence or character of an LLPT
in Si with certainty, further investigation using first-
principles methods is warranted. The pioneering Car-
Parrinello simulations [1,24] studied solid c-Si and a-Si
in addition to high temperature l-Si. The high-density
amorphous state has also been studied [25]. A later simu-
lation of the supercooled liquid [26] in a small N ¼ 64
atom cell found increased tetrahedral order and a sudden
drop in Nc at T ¼ 1100 K. Our study carries out a more
extensive investigation and finds van der Waals loops in the
pressure-volume isotherms (see Fig. 1) a strong indication
of an LLPT, with a critical point around Tc � 1232 K and
Pc � �12 kB (tensile, consistent with Aptekar [4]).
Our simulations use the Vienna ab initio simulation

package (VASP) [27,28] together with Projector Aug-
mented Wave potentials [29,30] in the Generalized Gra-
dient Approximation. Electronic structure calculations of
energies, pressures, and forces used the � k point only and
were conducted at the default energy cutoff of 245 eV.
Molecular dynamics utilized a 2 fs time step, and velocities
were rescaled every time step to maintain constant tem-
perature. Our molecular dynamics calculations extended
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to 5 ps or more and required a month of CPU time for each
temperature and volume.

To test for finite-size effects we evaluated the radial
distribution function gðrÞ at system sizes N ¼ 100, 200,
and 300 and found adequate convergence of structure and
pressure at N ¼ 200 atoms. We transformed gðrÞ to obtain
the structure factor SðqÞ, using the Baxter method [31] (see
Fig. 2). The peak and shoulder positions agree well with
experiment [32], but the experimental SðqÞ exhibits a slight
excess at low q arising from a background effect, causing
the experimental data to violate a sum rule associated with
short distance correlations [31], while the simulation data
obey the sum rule.

Ideally a phase transition should be observed as a func-
tion of temperature T and pressure P. However, the VASP

program is restricted to fixed volume simulation, so we
monitored the reported ‘‘external pressure’’ (derivative of

potential energy with respect to volume [33]) and added
the kinetic energy contribution �kBT to obtain the thermo-
dynamic pressure. We also add a constant offset of
PPulay ¼ 1:4 kilobar to account for the Pulay stress, which

we found to be reasonably independent of temperature and
volume.
At least 9 temperatures were studied at each volume,

uniformly spaced between a low of T ¼ 982 K and a high
of 1382 K, with additional intermediate temperatures in-
cluded in cases where the mean internal energy varied
rapidly with temperature. Each starting configuration for
a given V and T was generated by a lengthy molecular-
dynamics simulation prior to the beginning of data col-
lection. To improve the efficiency of configuration sam-
pling, we employed a replica exchange method [31,34,35]
to swap configurations between temperatures. Briefly,
pairs of configurations at common volume but differing
in energy by �E and differing in inverse temperature
(� ¼ 1=kBT) by ��, were swapped with probability
expð���EÞ. We attempted swaps every 100 fs.
Having energy and pressure data at a series of nearby

temperatures allows us to employ the ‘‘multiple histo-
gram’’ technique [35,36]. Histograms of internal energy
at fixed temperature HTðEÞ are converted into configu-
rational densities of states �ðEÞ ¼ ½PTHTðEÞ�=
ðPTe

½FðTÞ�E�=kBTÞ where the sums run over the discrete
temperatures T at which simulations were performed.
Consistency between temperatures is enforced by their
free energies FðTÞ ¼ �kBT lnZðTÞ where the partition

function ZðTÞ ¼ R
�ðEÞe�E=kBTdE. We thus reconstruct

the free energy and its derivative quantities such as pres-
sure and heat capacity as analytic functions of temperature.
For example the pressure is obtained from

PðTÞ ¼ 1

ZðTÞ
Z

�PðEÞ�ðEÞe�E=kBTdE; (1)

where �PðEÞ is the mean pressure observed at energy E.
Accuracy of this method depends on a thorough sampling
of configuration space and on sufficient overlap of the
energy histograms at adjacent temperatures.
Results for the pressure are illustrated in Fig. 1. Error

bars are estimates of standard error, defined as the rms
fluctuation in pressure divided by

ffiffiffiffiffiffiffiffiffi
Nind

p
, where we set

Nind ¼ 10 as the approximate number of indepen-
dent samples. Two main features of this plot are:
van der Waals loops and negative thermal expansion.
van der Waals loops occur when a region of positive

slope interrupts the generally negative slope of the
pressure-volume isotherm. Positive slope of PðVÞ corre-
sponds to negative isothermal compressibility [KT ¼
� 1

V ð@V@PÞT]. This thermodynamically unstable state would

phase separate into high volume (low density) and low
volume (high density) phases if the system size were
sufficiently large. However, negative KT is permissible in
systems of finite size owing to the free energy cost of the
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FIG. 2 (color online). Liquid structure factors SðqÞ, radial
distribution functions gðrÞ, and tetrahedral order parameter (qt)
distributions. High temperature simulation at temperature T ¼
1815 K and volume per atom v ¼ 18:2 �A3 is compared with
experiment [32]. Low temperature simulation at T ¼ 1182 K
shows coexisting structures, HDL at v ¼ 18:9 �A3 and LDL at
v ¼ 20:4 �A3.
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FIG. 1 (color online). Pressure-volume isotherms of liquid Si.
Data points are calculated using Eq. (1).
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interface needed to separate the two phases. Maxwell’s
equal areas construction can be used to identify the coex-
isting states below the critical temperature. At T ¼
1182 K, we find coexisting states: HDL at density � ¼
0:053 atoms= �A3 (volume v ¼ 18:9 �A3=atom) with coor-
dination number Nc ¼ 5:6; LDL at density � ¼ 0:049
(v ¼ 20:4) with coordination number Nc ¼ 4:2.
According to the isotherms, HDL is the extension of the
high temperature equilibrium liquid (HTEL).

Negative thermal expansion [�P ¼ 1
V ð@V@TÞP] occurs when

the pressure is a decreasing function of both temperature
and volume, as occurs at large atomic volumes. Negative
thermal expansion is thermodynamically permissible, and
is seen in water close to freezing, for example, but is quite
rare. Thermal expansion is related to entropy via ð@S@VÞT ¼
�P

KT
. Since LDL exhibits negative �P, we see that entropy

decreases (counterintuitively) as volume increases.
Presumably this reflects the higher degree of orientational
order in the open tetracoordinated network as compared
with the disordered high-density liquid state [37].

Figure 2 (inset) shows the distribution of the tetrahedral
order parameter [3],

qt ¼ 1� 3

8

X4
i<j¼1

�
cos�ij þ 1

3

�
2
; (2)

where �ij is the angle formed by an atom with its ith and

jth nearest neighbors. A value close to 1 indicates tetrahe-
dral bonding. We evaluate this distribution in the HDL and
LDL states at temperature T ¼ 1182 K. At lower densities,
the favored LDL structure is indeed much more tetrahedral
than the higher density HDL or HTEL structures.

Because the LLPT occurs between metastable liquid
phases, below the equilibrium freezing transition, a crucial
question is if our coexisting phases at low temperature are
both truly liquid. Indeed, since LDL exhibits fairly strong
peaks in gðrÞ and SðqÞ as well as a high degree of tetrahe-
dral order, a central concern is if this LDL phase has not
actually crystallized. Likely candidates for the crystal
structure are the usual c-Si diamond structure of Pearson
type cF8, or the Pearson type cI16 crystal that arises upon
recovery at atmospheric pressure following high pressure
treatment.

To make direct comparisons we carried out solid-state
molecular dynamics simulations. For cF8 we took N ¼
216 atoms at v ¼ 20:4 �A3, and for cI16 we took N ¼ 192

atoms at v ¼ 18:5 �A3, the densities being chosen taking
thermal expansion into account. Comparisons of gðrÞ and
SðqÞ are shown in Fig. 3. In order to smear out the Bragg
peaks in SðqÞ we smoothly truncated the crystalline gðrÞ
prior to Fourier transformation, so the figures understate
the strength of peaks in SðqÞ for the crystalline structures.
At T ¼ 1182 K both crystal structures remain far better
ordered than the LDL. Additionally, for both gðrÞ and SðqÞ

there is no systematic resemblance between LDL and
either crystal structure.
While qt distribution for cF8 at T ¼ 1182 K was

sharply peaked close to qt ¼ 1, the distribution for cI16
as well as its Nc were rather similar to that of LDL. Apart
from visual confirmation of the liquid nature of LDL, we
examined the statistics of atom rings. For the ideal crystal
structures, both cF8 and cI16 have only even length rings,
and no rings of length less than 6. For purposes of com-
parison, we take the ratio of the number of rings with
length 5 or 7 to the number with length 6 or 8. Values of
ðN5 þ N7Þ=ðN6 þ N8Þ at T ¼ 1182 K were: 0.00 for cF8,
0.08 for cI16, and 0.50 for LDL. We also found some rings
of length 3 and 4 in LDL. Additionally, a lengthy ab initio
simulation of a similar LDL state [38] revealed liquidlike
diffusion.
The electronic density of states (DOS) governs impor-

tant material properties including electric conductivity.
Liquid state DOS (Fig. 4) are presented as the average of
five independent configurations, along with that of semi-
conducting c-Si. The Fermi energies EF of HTEL and
HDL are similar because their atomic volumes are similar.
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FIG. 3 (color online). Comparison of low-density liquid struc-
ture with competing crystal structures at T ¼ 1182 K.
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FIG. 4 (color online). Electronic densities of states
(states=eV=atom). Vertical dashed lines locate EF.
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Likewise theEF’s are similar for LDL and cF8, but both lie
below those of HTEL and HDL because their atomic
volumes are greater than for HDL and HTEL. The bottom
of the LDL valence band (around �7 eV) lies slightly
below cF8, reflecting the slightly higher coordination of
LDL. While HTEL and HDL are metallic, LDL has a deep
pseudogap at EF suggesting semimetallic character [20].

In conclusion, we find that deeply supercooled liquid
silicon undergoes a liquid-liquid phase transition, separat-
ing into a high-density highly-coordinated metallic liquid
and a low-density low-coordinated semimetallic liquid.
Our calculation reveals structural detail not currently avail-
able from experiment in this temperature range. Because
we employ first-principles forces, we have confidence in
the validity of the model; however, we suffer from finite-
size effects and limited simulation time that do not affect
experiment [8,12] and simulations based on empirical
potentials [19]. HTEL and HDL share characteristics
such as low atomic volume, high coordination, moderate
qt, and metallic conduction, consistent with the notion that
HDL is the metastable extension of HTEL into the super-
cooled regime. Likewise c-Si and LDL share character-
istics such as high atomic volume, low coordination, large
qt, and low DOS at EF, consistent with LDL exhibiting
local tetrahedral order similar to c-Si.

We wish to thank Bob Swendsen and Ben Widom for
numerous helpful discussions. We also thank Ken Kelton
and Alan Goldman for sharing the experimental data plot-
ted in Fig. 2.
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